Multiple-instance learning as a classifier combining problem
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ABSTRACT

In multiple-instance learning (MIL), an object is represented as a bag consisting of a set of feature vectors called instances, and the objective is to classify the object or bag into either the positive or the negative class. Typically, it is assumed that there is an underlying concept, and instances from the concept separate positive bags from negative bags [10,25,3]. The classical assumption of MIL, formulated in [10] for the musk odor prediction problem, is that for a positive bag there is at least one instance from the concept and all instances from a negative bag belong to the non-concept. In some papers an instance from the concept is called to be (truly) positive, but to avoid confusion in this paper we do not refer to an instance itself to be negative or positive. An instance can belong to the concept or the non-concept and come from a positive or negative bag.

The term MIL was first proposed in [10] to solve the problem of musk odor prediction. From that on, more and more problems are formulated as MIL ones, such as image categorization [3,8,14], object detection [5,30], text categorization [3,39], hard driver failure prediction [26], spam filtering [18], visual tracking [4,21,36,34], and human action recognition [2]. Take image annotation as an example, an image is represented as a set of patches extracted from it and is classified to a specific class (e.g., elephant) if at least one of the patches contains one object (e.g., elephant) of that class.

Numerous MIL methods have been proposed. Some of them focus only on the bag label without necessarily knowing the label of each instance, while others first work on the instance level and then combine the classifications of instances to obtain the bag label. Examples belonging to the former group include Gartner et al. [15] and Wang et al. [31] that define kernels between bags, Wang and Zucker [32] that calculates nearest neighbours among bags, Chen et al. [8] and Sørensen et al. [28] that represent a bag with a derived feature vector by some dissimilarity measures, Zhou et al. [39] that defines a graph with instances from a bag, Deselaers and Ferrari [9] that treats bags as nodes and instances as the nodes’ states in a conditional random field model, Babenko et al. [5] that models bags as manifolds in the instance space, and Zhang et al. [37] that incorporates structure information between bags or instances. For MIL methods belonging to the second group, some try to directly find the concept area in the space such as the axis-parallel rectangles method [10] and the diverse density method and its variation [25,38], and some introduce a latent variable to represent (or can be used to calculate) whether an instance is from the concept, such as the mi-SVM method [3,17] and the methods in [19,22].

Though based on the classical MIL assumption, many algorithms effectively use, as Ray and Craven [27] calls it, “nearly one” concept instance from each positive bag. The word “nearly one” means that an MIL algorithm uses mainly the information of only one concept instance from each positive bag. Examples are the Diverse Density based on the noise-or model [25] and the MI-SVM relying on the

1. Introduction

In multiple-instance learning (MIL), an object is represented as a bag consisting of a set of feature vectors called instances, and the objective is to classify the object or bag into either the positive or the negative class. Typically, it is assumed that there is an underlying concept, and instances from the concept separate positive bags from negative bags [10,25,3]. The classical assumption of MIL, formulated in [10] for the musk odor prediction problem, is that for a positive bag there is at least one instance from the concept and all instances from a negative bag belong to the non-concept. In some papers an instance from the concept is called to be (truly) positive, but to avoid confusion in this paper we do not refer to an instance itself to be negative or positive. An instance can belong to the concept or the non-concept and come from a positive or negative bag.

The term MIL was first proposed in [10] to solve the problem of musk odor prediction. From that on, more and more problems are formulated as MIL ones, such as image categorization [3,8,14], object detection [5,30], text categorization [3,39], hard driver failure prediction [26], spam filtering [18], visual tracking [4,21,36,34], and human action recognition [2]. Take image annotation as an example, an image is represented as a set of patches extracted from it and is classified to a specific class (e.g., elephant) if at least one of the patches contains one object (e.g., elephant) of that class.

Numerous MIL methods have been proposed. Some of them focus only on the bag label without necessarily knowing the label of each instance, while others first work on the instance level and then combine the classifications of instances to obtain the bag label. Examples belonging to the former group include Gartner et al. [15] and Wang et al. [31] that define kernels between bags, Wang and Zucker [32] that calculates nearest neighbours among bags, Chen et al. [8] and Sørensen et al. [28] that represent a bag with a derived feature vector by some dissimilarity measures, Zhou et al. [39] that defines a graph with instances from a bag, Deselaers and Ferrari [9] that treats bags as nodes and instances as the nodes’ states in a conditional random field model, Babenko et al. [5] that models bags as manifolds in the instance space, and Zhang et al. [37] that incorporates structure information between bags or instances. For MIL methods belonging to the second group, some try to directly find the concept area in the space such as the axis-parallel rectangles method [10] and the diverse density method and its variation [25,38], and some introduce a latent variable to represent (or can be used to calculate) whether an instance is from the concept, such as the mi-SVM method [3,17] and the methods in [19,22].

Though based on the classical MIL assumption, many algorithms effectively use, as Ray and Craven [27] calls it, “nearly one” concept instance from each positive bag. The word “nearly one” means that an MIL algorithm uses mainly the information of only one concept instance from each positive bag. Examples are the Diverse Density based on the noise-or model [25] and the MI-SVM relying on the
most positive instance in a bag [3]. For many applications, however, there are in fact more than one instances from the concept in any positive bag and much of the information contained in these instances is lost [27]. This problem is also discussed in [17] where they exploited the distribution of all instances inside the positive bags to improve the ML-SVM method [3].

Alternative modelling assumptions have been adopted for MIL algorithms and applications [13]. For example, a bag is defined to be positive if the number of instances from the concept is larger than a threshold or between an interval [33], or a bag’s label is determined by a classifier taking into account all or part of its instances [8,39,28,9], or a bag’s label depends on the average posterior probability of all instances in the bag [35]. Wang et al. [31] showed that determining a bag label by its instances can be different in different applications and does not necessarily obey the traditional assumption of MIL.

We propose an MIL solution based on the assumption that positive bags can be modelled by a mixture of concept and non-concept distributions. This assumption respects the fact that the number of instances from the concept in a positive bag can be different in different applications. A similar assumption was adopted in [16] and also in [22] by introducing in the criterion a new parameter denoting the expected fraction of concept instances in a positive bag. With this assumption the classification of a bag can then be considered as a classifier combining problem [20,23], which combines the classification results of all instances in the bag. A rule called the γ-rule is derived to decide the label of a bag, which compares the fraction of a bag’s instances classified to the concept with a particular threshold. Besides, it is also shown that a standard supervised classifier can be adapted for instance classification by weighting the posteriors for positive and negative classes. The estimation of two parameters in the MIL model is analyzed, and estimators are proposed.

The paper is organized as follows. Section 2 formulates the MIL problem with our mixture assumption. The combining rules for the label of a bag are derived in Section 3, while the classification of instances is studied in Section 4. Section 5 introduces estimators for the two parameters used in our MIL model. Our MIL algorithm is summarized in Section 6 and tested in Section 7 with both artificial and real-world data sets. Section 8 discusses several related issues and finally, Section 9 concludes the paper.

2. MIL formulation and the mixture assumption

An object is represented as a bag \( B_i = \{B_{i1}, B_{i2}, \ldots, B_{ij}\} \), which contains a set of \( D \)-dimensional feature vectors called instances. As in [7], the instances in a bag are assumed to be conditionally statistically independent. That is, given the label of a bag \( \omega(B_i) \) (either positive ‘+’ or negative ‘−’), the instances are drawn independently: \( \Pr(B_{i1}, B_{i2}, \ldots, B_{ij} | \omega(B_i)) = \prod_{j=1}^{j} \Pr(B_{ij} | \omega(B_i)) \). By denoting the probability density function (pdf) \( \Pr(x | +) \) that an instance \( x \) is drawn from a positive bag as \( f^+ (x) \) and that from a negative bag as \( f^- (x) \), the independence assumption can be rewritten as

\[
\begin{align*}
\Pr(B_{i1}, B_{i2}, \ldots, B_{ij} | +) &= \prod_{j=1}^{j} f^+ (B_{ij}), \\
\Pr(B_{i1}, B_{i2}, \ldots, B_{ij} | -) &= \prod_{j=1}^{j} f^- (B_{ij}).
\end{align*}
\]

Assume further that there exists a concept \( C \), which defines the difference between the positive and negative bags. The non-concept \( \bar{C} \) denotes the background region which is shared by both positive and negative bags. That is, there are two distinct distributions to generate instances, \( f^C (x) \) for the concept \( C \) and \( f^\bar{C} (x) \) for the non-concept \( \bar{C} \). The instances in a negative bag are all drawn from \( \bar{C} \), while the instances in a positive bag are from a mixture of both \( C \) and \( \bar{C} \), with a fraction \( \alpha \) of instances sampled from the concept \( C \). That is,

\[
\begin{align*}
f^C (x) &= \frac{\alpha}{\alpha + (1-\alpha)} f^C (x) + \frac{1-\alpha}{\alpha + (1-\alpha)} f^{\bar{C}} (x), \\
f^{\bar{C}} (x) &= \frac{1-\alpha}{\alpha + (1-\alpha)} f^C (x) + \frac{\alpha}{\alpha + (1-\alpha)} f^{\bar{C}} (x).
\end{align*}
\]

An illustration of the assumed distributions is shown in Fig. 1. From (2), the density of the concept \( f^C (x) \) can be written as

\[
f^C (x) = \frac{f^C (x)}{f^C (x) + f^{\bar{C}} (x)} = \frac{1}{1 + \frac{f^{\bar{C}} (x)}{f^C (x)}}.
\]

Denote the prior probabilities for positive and negative bags as \( P(+) = \beta \) and \( P(−) = 1−\beta \), \( 0 < \beta < 1 \), respectively. Then the prior probabilities for the concept \( C \) and the non-concept \( \bar{C} \) are

\[
P(C) = \alpha \beta, \quad P(\bar{C}) = 1−\alpha \beta.
\]

With the mixture assumption (2), there could exist a positive bag without any concept instance. This is especially the case when \( \alpha \) is small and the number of instances in a bag is small. To avoid this, we could add a constraint that a positive bag should have at least one concept instance, as is the case for similar models such as ALP-SVM [16] and SVR-SVM [22]. We do not include this constraint explicitly in our model, however, which leads to an easy combining rule for bags and the flexibility to use any regular classifier for instances. Moreover, adding this constraint will not affect the derivation of the combining rule as it is automatically satisfied by our combining rule except under extreme situations, though it does provide additional information for instance classifier training. We will return to this issue in Section 8.

3. MIL by combining: the product, sum and γ rules

Following the independence assumption (1), the label of a bag should be combined with the product rule from the classification of instances. To increase the robustness, the product rule can be replaced with the sum rule. In Section 3.2, the combining rules are rewritten based on the mixture assumption (2), based on which we derive the so-called γ-rule in Section 3.3. The γ-rule deals with the situation when instances have been classified to the concept or non-concept. It determines a threshold, and a bag is labelled as positive if its fraction of concept instances is larger than the threshold.

The γ-rule can be used together with other MIL methods which output classification of instances [3,16,17,19,22,25,33,38]. Very different combining rules have been used in those methods, such as the classical presence rule [25,3,16], a learned SVM combiner [22], arithmetic or geometric mean of the posteriors [35], and the so-called threshold- or count-based rule [33].

As the concept is important to understand the MIL problem and it is useful to identify instances from the concept, classification
between the concept and non-concept is needed. This can be achieved in a separate procedure from the bag classification, as explained in Section 4. The estimation of parameters $\alpha$ and $\beta$ will be investigated in Section 5.

3.1. Classification of a bag $B_i$: the product rule and the sum rule

With the assumption that the instances in a bag are conditionally statistically independent as defined in (1), the product rule should be used to combine the classifications of the instances for the label of a bag [20]. Specifically, the product of the posteriors of instances, weighted by the bag prior, is used to decide the bag label:

classify $B_i = \{B_{i1}, \ldots, B_{ij}\}$ as positive if $P(+) \mid B_i \geq P(-) \mid B_i$

$$\Rightarrow \beta(x^{\alpha}) \prod_{j=1}^{l} P(+\mid B_{ij}) \geq (1-\beta)(1-\beta) \prod_{j=1}^{l} P(-\mid B_{ij}),$$

(5)

where $P(+) \mid B_i$ or $P(-) \mid B_i$ denotes the posterior that the bag $B_i$ is positive or negative, respectively. $P(+\mid B_{ij})$ and $P(-\mid B_{ij})$ reflect respectively the information that instance $B_{ij}$ contains to predict its bag to be positive or negative. For example, if $B_{ij}$ is from the concept, then $P(+) \mid B_{ij}$ is very likely to be larger than $P(-) \mid B_{ij}$. Therefore $B_{ij}$ predicts that its bag is more likely to be positive.

The product rule is very sensitive to estimation errors of the posteriors: it amplifies the error from each instance and is heavily influenced by one individual instance. Experiments show that it is performed well only when all the posteriors are well estimated [20,29,11]. In the case of large estimation errors, it is preferable to use the more robust sum rule, which can be derived as an approximation to the product rule [20,1]

$$(1-J)(1-\beta) + \frac{l}{j} P(+) \mid B_i \geq (1-J)(1-\beta) + \frac{l}{j} P(-) \mid B_i.$$

(6)

The posteriors $P(+) \mid B_i$ or $P(-) \mid B_i$ can be estimated by assigning the bag label to its instances and applying a traditional supervised classifier to the instances. If the posteriors are estimated well, then the product rule (5) can be used to estimate the label of a bag; otherwise the sum rule (6) should be used. Similar combining rules have been used in [35], where the arithmetic or geometric mean (i.e., sum or product) of the posteriors of all instances is used to determine a bag’s label.

3.2. Bag classification with $P(C \mid B_i)$ and $P(\overline{C} \mid B_i)$

With the mixture assumption (2), the label of a bag can also be determined from the classification of instances into the concept or non-concept. This is based on the relationship between two sets of posteriors of an instance $x$, $P(C \mid x)$ and $P(\overline{C} \mid x)$, and $P(+) \mid x$ and $P(-) \mid x$. $P(C \mid x)$ and $P(\overline{C} \mid x)$ denote respectively the probability that $x$ is from the concept $C$ or the non-concept $\overline{C}$; they sum to one.

From Eq. (2), we have

$$P(+) \mid x = \frac{P(+) \mid x}{P(x)} = P(+) \mid x f^C(x) \frac{1}{p(x)} = (\alpha) f^C(x) + (\beta - \alpha) f^\overline{C}(x) \frac{1}{p(x)},$$

and similarly

$$P(-) \mid x = (1-\beta) f^\overline{C}(x) \frac{1}{p(x)}.$$

By using the relation between the pdfs $f^C(x)$ and $f^\overline{C}(x)$ and their posteriors $P(C \mid x)$ and $P(\overline{C} \mid x)$, with straightforward deduction it follows

$$P(+) \mid x = P(C \mid x) + \frac{\beta - \alpha}{1 - \beta} \frac{P(\overline{C} \mid x)}{P(x)},$$

$$P(-) \mid x = \frac{1 - \beta}{1 - \beta} P(\overline{C} \mid x).$$

(7)

Substituting Eq. (7) into the decision rule (5), we have

$$\beta^{(\alpha - 1)} \prod_{j=1}^{l} \left( P(C \mid B_{ij}) + \frac{\beta - \alpha}{1 - \beta} \frac{P(\overline{C} \mid B_{ij})}{p(x)} \right)$$

$$\geq (1-J)(1-\beta) \prod_{j=1}^{l} \left( P(C \mid B_{ij}) \right)$$

(8)

If the posteriors $P(C \mid B_{ij})$ and $P(\overline{C} \mid B_{ij})$ can be accurately estimated, then from (8) we can obtain an optimal solution (in the sense of Bayes error) for the label of a bag.

Consider the special situation when the concept $C$ does not have any overlap with the non-concept $\overline{C}$. For an instance sampled from the concept, we have $f^C(x) = 0$ and $f^\overline{C}(x) > 0$, and thereby $P(\overline{C} \mid B_i) = 0$ and $P(C \mid B_i) = 1$. Thus for a bag containing such an instance from the concept, the right part of (8) is zero and the bag is labelled as positive with posterior probability equaling to one. This actually follows the classical definition of MIL: if there exists one instance from the concept, then the bag is positive.

Similar to the approximation from (5) to (6), the product rule (8) can also be approximated by the more robust sum rule

$$(1-J)(1-\beta) + \sum_{j=1}^{l} \left( P(C \mid B_{ij}) + \frac{\beta - \alpha}{1 - \beta} \frac{P(\overline{C} \mid B_{ij})}{p(x)} \right)$$

$$\geq (1-J)(1-\beta) + \sum_{j=1}^{l} \frac{1 - \beta}{1 - \beta} P(\overline{C} \mid B_{ij}).$$

(9)

3.3. Bag classification with the $\gamma$-rule

If the posteriors $P(C \mid B_{ij})$ and $P(\overline{C} \mid B_{ij})$ cannot be estimated properly and we only know that an instance is more probable to be from the concept $C$ or the non-concept $\overline{C}$, then we have to decide the label of a bag by counting how many instances are estimated to be from the concept, then the bag is positive.

Assume that there are $J$ instances in the bag, and a fraction $\gamma$ of them, or $\gamma J$ instances are estimated to be from the concept, then (9) can be rewritten as

$$(1-J)(1-\beta) + \sum_{B_{ij} \in C \mid \gamma J} \left( P(C \mid B_{ij}) + \frac{\beta - \alpha}{1 - \beta} \frac{P(\overline{C} \mid B_{ij})}{p(x)} \right)$$

$$+ \sum_{B_{ij} \in \overline{C} \mid \gamma J} \left( P(C \mid B_{ij}) + \frac{\beta - \alpha}{1 - \beta} \frac{P(\overline{C} \mid B_{ij})}{p(x)} \right)$$

$$\geq (1-J)(1-\beta) + \sum_{B_{ij} \in C} \frac{1 - \beta}{1 - \beta} \frac{p(x)}{P(\overline{C} \mid B_{ij})},$$

where $P(C \mid B_{ij})$ and $P(\overline{C} \mid B_{ij})$ denote estimated posteriors, and there are $\gamma J$ instances in the summation $\sum_{B_{ij} \in C}$ and $(1-\gamma J)$ instances in the summation $\sum_{B_{ij} \in \overline{C}}$.

The estimation of the posteriors is still problematic. For an instance $B_{ij}$ classified to the concept, we only know that its estimated posterior $P(C \mid B_{ij})$ is larger than 0.5. Without more
information, there is no particular reason to select one value over another in the interval (0, 1). To simplify, we assume here that the posterior \( \hat{p}(\mathbf{C}|\mathbf{B}_i) \) equals to one if the instance \( \mathbf{B}_i \) is classified to the concept, or zero if to the non-concept. With this assumption the above equation becomes

\[
(1- \gamma)f_j + \gamma f_j \left( \hat{p}(\mathbf{C}|\mathbf{B}_j) + \frac{\beta - \gamma / \beta}{1 - \gamma / \beta} \hat{p}(\overline{\mathbf{C}}|\mathbf{B}_j) \right) \mid_{\mathcal{F} \cap \mathcal{K} \cap \overline{\mathcal{K}}}
\]

\[
(1 - \gamma) f_j + \gamma f_j \left( \frac{\beta - \frac{\gamma}{\beta}}{1 - \frac{\gamma}{\beta}} \hat{p}(\mathbf{C}|\mathbf{B}_j) \right) \mid_{\mathcal{F} \cap \mathcal{K} \cap \overline{\mathcal{K}}}
\]

\[
\geq (1- \gamma)f_j (1- \beta) + \gamma \left( \frac{1 - \beta}{1 - \frac{\gamma}{\beta}} \hat{p}(\mathbf{C}|\mathbf{B}_j) \right) \mid_{\mathcal{F} \cap \mathcal{K} \cap \overline{\mathcal{K}}}
\]

\[
(1 - \gamma) f_j \left( \frac{1 - \frac{\beta - \gamma}{\beta}}{1 - \frac{\gamma}{\beta}} \hat{p}(\overline{\mathbf{C}}|\mathbf{B}_j) \right) \mid_{\mathcal{F} \cap \mathcal{K} \cap \overline{\mathcal{K}}}
\]

After some simple algebra it follows that

\[
\gamma \geq \frac{(1 - z) \beta (1 - \beta) + z \beta}{2 (1 - \beta) f_j}
\]

(10)

Thus a bag is classified to be positive if \( \gamma \) is larger than the threshold in (10). The decision criterion (10) is called the \( \gamma \)-rule in the paper.

3.3.1. Analysis of the \( \gamma \)-rule

The first term \((1 - \gamma) \beta (1 - \beta) / 2 (1 - \beta) f_j \) of the threshold in the \( \gamma \)-rule can have different signs and values. It equals to zero when \( \beta = 0.5 \), and the \( \gamma \)-rule simplifies to

\[
\gamma \geq \frac{z \beta}{2} \beta
\]

(11)

Since \( 0 < (1 - \gamma) \beta < 1 \), \(-1 < (1 - \beta) < 1 \) and thus \(-1 < (1 - \beta) \beta < 1 \). Therefore, the numerator is bounded between \(-1 \) and \( 1 \). So if the denominator \( 2 (1 - \beta) f_j \) is sufficiently large, then the first term in the threshold becomes very small and the \( \gamma \)-rule can be approximated also by (11). The term \( 2 (1 - \beta) f_j \) becomes large when the number of instances \( f_j \) in the bag is large and the prior \( \beta \) is not close to one. Note that the threshold in (11) equals to the prior of the concept: \( z \beta = P(\mathbf{C}) \).

The threshold in (10) can be a negative number, under the condition

\[
\beta \rightarrow 1
\]

and

\[
(1 - \beta) f_j \geq \frac{(1 - z) \beta (1 - \beta)}{2 \beta} \beta = \frac{1 - z}{2} \frac{1}{2} \frac{1}{1 - \frac{z}{\beta} - 1}
\]

(12)

A negative threshold means that the prior \( (1 - \beta) \) for a negative bag is very small, the mixing coefficient \( z \) is not close to one (thus \( (1 - z) / 2 \beta \) is not close to zero), and the number of instances \( f_j \) is not large enough to expect a single instance to be from the concept, even though the bag is positive. Consequently, the \( \gamma \)-rule is always satisfied and every bag is classified as positive.

It should be mentioned that condition (12) is rather extreme, and is rarely satisfied in real-world applications. In virtually all practical cases, the threshold in (10) is positive, and no bag without any concept instance will be classified to the positive class. In other words, the \( \gamma \)-rule makes sure that there is at least one concept instance in a positive bag.

3.3.2. Relation with the classical assumption

The \( \gamma \)-rule is equivalent to the criterion with the classical MIL assumption under the following condition:

\[
0 < f_j \left( \frac{(1 - z) \beta (1 - \beta)}{2 (1 - \beta) f_j} + \frac{z \beta}{2 (1 - \beta) f_j} \right) \leq 1
\]

\[
\Rightarrow \frac{(1 - z) \beta (1 - \beta)}{2 (1 - \beta) f_j} < f_j \leq \frac{1 \beta (1 - \beta)}{2 (1 - \beta) f_j}
\]

If \( \beta = 0.5 \), then it becomes

\[
0 < f_j \leq \frac{2}{\alpha}
\]

(13)

Equally, if we choose \( \alpha \) to be \( \alpha = 2 / \max J_i \), then (13) is always satisfied and the \( \gamma \)-rule \( \gamma \geq \alpha \beta = 0.5 \alpha \) is equivalent to detecting if there is at least one instance in the bag to be from the concept.

4. Discrimination between the concept and the non-concept

We study the classification of instances between the concept and the non-concept. For many problems it is useful to identify instances from the concept and to understand the concept \( \mathbf{C} \) of the problem. For example, for musk odor prediction to know which specific molecule conformations smell musky [10] and for image annotation to locate the target objects inside an image [3, 14]. In addition, the classification results can also be used in combination with the \( \gamma \)-rule to estimate the label of a bag.

From Bayesian decision theory, an instance is classified to the class with the highest posterior. Specifically, an instance \( \mathbf{x} \) is classified to the concept if \( P(\mathbf{C} | \mathbf{x}) > P(\overline{\mathbf{C}} | \mathbf{x}) \) or \( p(\mathbf{C} | \mathbf{x}) p(\mathbf{C}) > p(\overline{\mathbf{C}} | \mathbf{x}) p(\overline{\mathbf{C}}) \), which is \( f^*(\mathbf{x}) \cdot \alpha \beta > f^*(\mathbf{x}) \cdot (1 - \alpha \beta) \).

By substituting Eqs. (3) and (2), it becomes

\[
f^*(\mathbf{x}) = \frac{1}{\beta + 1 - 2 \alpha} f^*(\mathbf{x}) \quad (14)
\]

Since \( f^*(\mathbf{x}) = p(\mathbf{x} | +) = p(\mathbf{x}) p(\mathbf{x} | +) / p(\mathbf{x}) p(\mathbf{x} | +) / p(\mathbf{x}) p(\mathbf{x} | +) / p(\mathbf{x}) p(\mathbf{x} | +) \) and \( f^*(\mathbf{x}) = p(\mathbf{x}) p(\mathbf{x} | -) / p(\mathbf{x} | -) \), the rule (14) can be expressed with posteriors \( P(+ | \mathbf{x}) \) and \( P(- | \mathbf{x}) \):

\[
P(\overline{\mathbf{C}} | \mathbf{x}) \geq \frac{1 - \beta - 2 \alpha \beta}{1 - \frac{1}{\beta - 1}} P(\mathbf{C} | \mathbf{x})
\]

(15)

Note that as \( 1 + \beta - 2 \alpha \beta - (1 - \beta) = 2 \beta(1 - x) > 0 \) and \( (1 - \beta) > 0 \), thus it always holds that \( (1 + \beta - 2 \alpha \beta) / (1 - \beta) > 1 \).

Recall that the probability \( P(\mathbf{C} | \mathbf{x}) \) or \( P(\overline{\mathbf{C}} | \mathbf{x}) \) can be estimated by assigning the bag label to its instances and applying a traditional supervised classifier to the instances. By weighting the obtained posteriors according to (15), we can classify an instance to the concept \( \mathbf{C} \) or the non-concept \( \overline{\mathbf{C}} \). Thus traditional classifiers can be easily adopted for discrimination between \( \mathbf{C} \) and \( \overline{\mathbf{C}} \).

In principle any classifier in traditional supervised learning can be used. But it should be noted that instances from positive bags are generated from two sources, the concept \( \mathbf{C} \) and the non-concept \( \overline{\mathbf{C}} \), as defined in Eq. (2). Therefore, if the assumption of a supervised classifier is that each class is sampled from one Gaussian, such as linear discriminant analysis, then the classifier can lead to inaccurate estimation and ultimately bad results. Keeping this property in mind, we should select the classifiers which can deal with two or even more sources in one class. Non-parametric techniques such as Parzen windows and k-nearest-neighbor, mixture (of Gaussian) models and kernel methods might be good candidates from this aspect. For example, the mixture model is used in [31] to represent the instances in a bag.

5. Estimation of parameters \( \alpha \) and \( \beta \)

Parameter \( \beta \) can relatively easily be estimated by computing the fraction of positive bags among all bags. Estimating \( \alpha \) is more complicated. One possible solution is to use the trained instance classifier to validate \( \alpha \). Specifically, an instance classifier is trained with a given \( \alpha \), which is then used to classify instances from positive bags. The fraction of instances classified to the concept can be obtained, which in principle should be equal to the given \( \alpha \). A similar problem of estimating \( \alpha \) also occurs in [16].
The estimator is very sensitive to the estimation errors, as evidenced by the fact that instances have an expectation of 1 in positive bags, and the posteriors of non-concept instances should be close to one since these instances appear only in positive bags, and the posteriors of non-concept instances have an expectation of 1 in all bags. Accordingly, we propose to estimate \( \theta \) as the average of all instances in positive bags \( P(-|x) \). This estimator, however, is very sensitive to the estimation errors, as \( \theta \) and \( \beta \) appear in the denominator.

We propose to use the posteriors of instances in positive bags and the estimated \( \theta \) for a more robust estimator of \( \alpha \). In positive bags there are concept and non-concept instances, which have different posteriors \( P(+|x,c \in B^+) \). The posteriors of concept instances should be larger (close to one) since these instances occur only in positive bags, and the posteriors of non-concept instances have an expectation of 1. Thus, by its definition, \( \alpha \) can be estimated as the fraction of instances in positive bags whose posteriors are larger than a threshold \( \tau \). In practice, we set \( \tau \) to the mean of \( 1-\theta \) and the maximum posterior of instances in positive bags \( \max_{x \in B^+} P(+|x) \). This estimator is used in our experiments.

6. MIL algorithm

Our MIL algorithm is summarized in Fig. 2. It collects the training data and estimates necessary parameters and classification of instances. From the posteriors, bags can directly be classified with the product rule (5) or the sum rule (6), and instances be classified to the concept or non-concept with the decision rule (15). The classification of instances can also be combined to estimate the bag labels with the \( \gamma \)-rule.

The main steps of the algorithm in Fig. 2 are summarized in the following:

**Training data construction:** For all training bags, assign the bag label to its instances and use all instances for training.

**Estimations of parameters:** Estimate the parameters \( \alpha \) and \( \beta \).

**Instance classification:** Classify each instance \( B_i \) according to (15).

**Bag classification:** Classify the bag \( B_i \) according to the \( \gamma \)-rule (10).

7. Experiments

7.1. Toy data: two Gaussians

The data is randomly sampled from two Gaussians with unit covariance matrices, one located at the origin (0,0) and the other at (4,1). For a negative bag, all of its instances are from the Gaussian at the origin, while for a positive bag, each instance is from the Gaussian at (4,1) with probability \( x \) and from the other Gaussian with probability \( 1-x \). When \( x \) is very small (e.g., 0.05), a positive bag can have no concept instance as bags are labelled according to their generation schemes. The Gaussian at (4,1) may be viewed as the pdf for the concept. There are 30 positive bags and 30(1-\( \beta \))/\( \beta \) negative bags, and the number of instances in a bag is a random number between 101 and 110. With \( x = 0.05 \) and \( \beta = 0.5 \), one realization of the data is shown in Fig. 3(a).

The \( \gamma \)-rule is compared with four standard combining rules, the presence rule, vote rule, mean rule, and product rule. The presence rule is based on the classical MIL assumption, which classifies a bag as positive if there is at least one instance from the concept. The vote rule classifies a bag as positive if more than 50% of its instances are classified to the concept. The mean or product rule computes the mean or product of the posteriors of all instances in a bag and assigns the bag to the class with a larger mean or product. The data is generated with \( \beta \) fixed to 0.5, and \( x \) changing from 0.05 to 0.95 with a step size of 0.05. For each \( x \), the experiment is repeated for 10 times and their average accuracy and standard deviation of the classification errors of bags are obtained. The k-NN is used for the instance classifier with k set to one-fourth of the number of instances in positive bags. The results are shown in Fig. 3(b). The presence rule works well when \( x \) is small. With increasing \( x \), many of the negative bags can be easily misclassified as positive and the accuracy becomes lower. On the other hand, the vote rule, mean rule and product rule perform well when \( x \) is small and become good only with larger \( x \). In comparison, the \( \gamma \)-rule can adapt with respect to \( x \) and achieves good accuracy for different \( x \)'s used to generate the data. Note that the fraction of concept instances in a positive bag only has an expectation of value \( x \). When \( x = 0.05 \), the accuracy is low since with such small \( x \), a positive bag can be generated to have very few or even no instance from the concept.

We use the estimator introduced in Section 5 to estimate \( x \). To make the problem less trivial, the 2-D feature vector is increased to 10-D, where each of the added 8-D features has the identical Gaussian distribution. Quadratic discriminant classifier [6] is used, whose regularization parameters are optimized by cross-validation using only the training data set. The estimator is applied to data sets with different \( x \)'s and \( \beta \)'s to generate the data, and its means and standard deviations across 10 times 10-fold cross-validation are shown in Fig. 3(c). In general the estimator performs well, especially when \( x \) is large. A small \( x \) makes it more difficult to identify concept instances in positive bags, and thus more difficult to estimate \( x \) itself. The performance of the estimator also depends on the prior \( \beta \), since it influences
the estimation accuracy of the parameter $\theta$, which is used in the threshold of the estimator of $a$.

Trained on data in Fig. 3(a), the decision boundary of the instance classifier defined in (15) is shown in Fig. 4(a), where the cyan area is for the concept and the purple area for the non-concept. Though 95% of the instances from positive bags are actually from the non-concept, the instance classifier successfully separates the concept and the non-concept. In comparison, the decision boundaries for the classifier without the weight in (15) is shown in Fig. 4(b), where much of the non-concept area is misclassified as the concept.

7.2. Five benchmark MIL data sets

We applied our method to five most tested MIL data sets, namely the MUSK1 and MUSK2 [10], and the Elephant, Tiger and Fox from the COREL data set [3]. MUSK1 and MUSK2 classify whether a molecule smell “musky”. Each molecule is viewed as a bag, whose instances are the different low-energy conformations of the molecule. Surface properties of the conformation were extracted as feature vectors, which have 166 dimensions. MUSK1 has 47 positive and 45 negative bags, and 476 instances in total. MUSK2 has 39 positive and 63 negative bags, and 6598 instances in total. There are three bags which have around 1000 instances (1010, 1044, and 911, respectively), and the remaining bags have instances ranging from 1 to 383. MUSK2 shares 72 molecules with MUSK1, but includes more conformations (and thus more instances) for those shared molecules.

Elephant, Tiger and Fox classify whether an image contains such an animal. For each data set, 100 images containing the target animal were used as positive bags, and 100 images randomly drawn from a set of images of other animals as negative bags. Each image was represented by a set of segments, and each segment was described with a 230-D feature vector characterizing color, texture and shape. The number of instances in a bag ranges from 1 to 13.

The support vector machine (SVM) [6] with a RBF kernel was used as the instance classifier, with the scaling parameter in the

---

**Fig. 3.** Toy MIL data set with two Gaussians. (a) Scatter plot of instances in one realization. (b) Comparison of the $\gamma$-rule and other combining rules. (c) Estimation of $a$. The data sets are generated with $a \in (0.2, 0.4, 0.6, 0.8)$ and $\beta \in (0.35, 0.50, 0.65, 0.80)$.
for all data sets, the estimated parameter was 64, and for the classifier.

An alternative is to classify instances into the concept and non-concept with \( \gamma \)-rule and then label a bag with the \( \gamma \)-rule. This is not the most natural way as it needs to estimate another parameter \( \alpha \), but its results can be used to examine how good the parameter estimators and the \( \gamma \)-rule are.

Table 1 shows the means of accuracies of these three combining rules across 10 times 10-fold cross-validation, with the standard deviations in the brackets. The classification results of three combining rules are quite similar, though the sum rule performs slightly better overall. This may due to the robustness of the sum rule to posterior estimation errors, as analysed before. As the method with the \( \gamma \)-rule needs to estimate \( \alpha \) and \( \beta \), its good performance demonstrates the effectiveness of the parameter estimators and the \( \gamma \)-rule itself.

The results of various other methods are also shown in Table 1 for comparison, which were taken from the corresponding papers. For MI-kernel [15] and MICA [24], results recomputed in papers [39,16] respectively were used here as they have better performances. For EM-DD, [38] used the test set for parameter selection, so the results of the correct version [3] were used here. All methods reported the results across 10 times 10-fold cross-validation, except [31,16], of which the number of trials were not explained in the paper. All the methods were divided into two groups, depending on whether they outputted the label of an instance.

Our method with \( \gamma \)-rule achieves results comparable to other state-of-the-art methods which also provide instance labels. The standard deviation of the mean is used to determine whether or not two results significantly differ. If mean ± std/\( \sqrt{10} \) (10 is the number of trials) overlaps with each other, then one result is not significantly (at significance level 5%) better than the other, and the results are comparable. If only the accuracies are compared, our method with the \( \gamma \)-rule has the highest accuracy for MUSK1, outperforms four out of seven for MUSK2 and Fox, six out of seven for Elephant, and three out of seven for Tiger, among the methods with instance classifiers. For Tiger, our performance is below state-of-the-art; a different choice of classifier could potentially fix this problem.

Fig. 4. Decision boundaries of instances between the concept and the non-concept. (a) Classifier defined as (15), and (b) classifier without the weight \( (1 + \beta - 2\beta p)/ (1 - \beta) \) in (15). The cyan area (the right part of the subimage) is for the concept and the purple area (the left part of the subimage) is for the non-concept. (For interpretation of the references to color in this figure caption, the reader is referred to the web version of this article.)

<table>
<thead>
<tr>
<th>Previous methods without an instance classifier</th>
<th>MUSK1</th>
<th>MUSK2</th>
<th>Elephant</th>
<th>Tiger</th>
<th>Fox</th>
</tr>
</thead>
<tbody>
<tr>
<td>MI-kernel [15,39]</td>
<td>88.0 (3.1)</td>
<td>89.3 (1.5)</td>
<td>84.3 (1.6)</td>
<td>84.2 (1.0)</td>
<td>60.3 (1.9)</td>
</tr>
<tr>
<td>PPM-kernel [31]</td>
<td>95.6</td>
<td>81.2</td>
<td>82.4</td>
<td>80.2</td>
<td>60.3</td>
</tr>
<tr>
<td>MIGraph [39]</td>
<td>90.0 (3.8)</td>
<td>90.0 (2.7)</td>
<td>85.1 (2.8)</td>
<td>81.9 (1.5)</td>
<td>61.2 (1.7)</td>
</tr>
<tr>
<td>miGraph [39]</td>
<td>88.9 (3.3)</td>
<td>90.3 (2.6)</td>
<td>86.8 (0.7)</td>
<td>86.0 (2.8)</td>
<td>61.6 (1.6)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Previous methods with instance classifiers</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>EM-DD [38,3]</td>
<td>84.8</td>
<td>84.9</td>
<td>78.3</td>
<td>72.1</td>
<td>56.1</td>
</tr>
<tr>
<td>mi-SVM [3]</td>
<td>87.4</td>
<td>83.6</td>
<td>82.2</td>
<td>78.4</td>
<td>58.2</td>
</tr>
<tr>
<td>MI-SVM [3]</td>
<td>77.9</td>
<td>84.3</td>
<td>81.4</td>
<td>84.0</td>
<td>57.8</td>
</tr>
<tr>
<td>MICA [24,16]</td>
<td>84.4</td>
<td>90.5</td>
<td>82.5</td>
<td>82.0</td>
<td>62.0</td>
</tr>
<tr>
<td>AW-SVM [16]</td>
<td>85.7</td>
<td>83.8</td>
<td>82.0</td>
<td>83.0</td>
<td>63.5</td>
</tr>
<tr>
<td>ALP-SVM [16]</td>
<td>86.3</td>
<td>86.2</td>
<td>83.5</td>
<td>86.0</td>
<td>66.0</td>
</tr>
<tr>
<td>Witness rate</td>
<td>1.00</td>
<td>0.28</td>
<td>0.58</td>
<td>0.6</td>
<td>0.71</td>
</tr>
<tr>
<td>SVR-SVM [22]</td>
<td>87.9 (1.7)</td>
<td>85.4 (1.8)</td>
<td>85.3 (2.8)</td>
<td>79.8 (3.4)</td>
<td>63.0 (3.5)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Our method: SVM with a RBF kernel ( \gamma )-rule</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Product rule</td>
<td>88.42 (1.83)</td>
<td>83.67 (1.24)</td>
<td>84.75 (1.11)</td>
<td>78.15 (1.18)</td>
<td>62.55 (1.32)</td>
</tr>
<tr>
<td>Sum rule</td>
<td>89.22 (0.46)</td>
<td>85.04 (1.96)</td>
<td>84.25 (1.06)</td>
<td>79.30 (0.98)</td>
<td>63.05 (1.19)</td>
</tr>
<tr>
<td>The ( \gamma )-rule</td>
<td>88.38 (1.08)</td>
<td>84.92 (2.18)</td>
<td>84.35 (0.88)</td>
<td>80.75 (1.16)</td>
<td>62.80 (0.86)</td>
</tr>
<tr>
<td>Estimated ( \alpha )</td>
<td>0.82</td>
<td>0.77</td>
<td>0.80</td>
<td>0.51</td>
<td>0.88</td>
</tr>
</tbody>
</table>
The results show that our method with the $\gamma$-rule performs well when $\alpha$ is relatively large, which is the case for all data sets in Table 1 except Tiger. A larger $\alpha$ means that there are more concept instances in a positive bag, which makes a positive bag more different from a negative one. As a result, more concept instances can be used to train an instance classifier, and the label of a bag accumulates evidence from more (concept) instances and can be more reliable.

ALP-SVM [16], SVR-SVM [22] and our method have similar MIL assumptions. ALP-SVM has slightly better performance, but its results are based on optimally tuned parameters (witness rates), which are unknown in practical settings. SVR-SVM and our method have similar performances. Our algorithm with the $\gamma$-rule, however, is much simpler and can in principle be used to adopt any traditional supervised classifiers for MIL. SVR-SVM needs to solve a constrained support vector regression for instance classification, which optimizes two sets of parameters with alternating minimization, and to train another SVM for bag classification.

For MUSK1, Elephant, and Fox, ALP-SVM, SVR-SVM, and our method outperform EM-DD, mi-SVM, MI-SVM, MICA, and AWW-SVM most of the time. The former group of methods use an MIL model similar to our mixture assumption, while the latter group effectively use one concept instance from each positive bag. As also observed in [22], this indicates that effectively use more concept instances from a positive bag is beneficial.

For MUSK1 and MUSK2, the methods without an instance classifier have better performance than those with an instance classifier in general. This indicates that classifying the bag as a whole is beneficial for these two data sets. The reason may come from the fact that a bag contains various conformations of the same molecule, and all the conformations can contribute to the label of the bag (or molecule). For Fox, the methods with instance classifiers can perform better than those without instance classifiers. One possible reason is that for this data set, instances in a bag are very heterogeneous (e.g., a segment that is not related to fox), and classifying between the concept and the non-concept (instead of considering a bag as a whole) is beneficial for the bag classification. For Elephant and Tiger, there is no significant difference between methods with or without instance classifiers.

To better understand different data sets, histograms of the fraction of concept instances in bags are shown in Fig. 5. In the test phase of classification, the instances were classified between the concept and the non-concept, and the fraction of concept instances in each test bag was computed. If the true label of the test bag was positive, then its concept fraction was added to the first pool, otherwise the fraction was added to the second pool. The test bags were from a 10 times 10-fold cross-validation in our experiments.

The histograms of MUSK1, MUSK2 differ significantly from those of the other three data sets: high peaks at 1 for positive bags and at 0 for negative bags, and very small values in between. For a positive bag, that the concept fraction equals to one means that all the instances in a bag are from the concept. Similarly, a majority of the negative bags have all the instances from the non-concept. This may explain why the methods classifying a bag as a whole (without instance classification) can perform very well, and why the estimated witness rates (except MUSK2 for ALP-SVM) and $\alpha$ are high. For Elephant, we can still see the high peaks at 1 for positive bags and at 0 for negative bags, and the vast majority of the bags are close to those peaks. With the estimates $\alpha = 0.80$ and $\beta = 0.5$, the $\gamma$-rule (10) assigns a positive label to a bag if its concept fraction is larger than 0.4 ($= 0 + 2\beta$). Correct labels are assigned for the vast majority of the bags which are close to the two peaks. For Tiger, though there are still peaks for the two histograms, the concept fractions for positive bags are much more uniformly distributed. It is possible that for this data set, the concept fractions in the positive bags are indeed very diverse, which leads to worse results of our method. It is also possible that the concept class is not identified very well and
many concept instances are misclassified to the non-concept. In this case, a different choice of classifier may improve the results. For Fox, the peak at 1 for positive bags disappears and there are many negative bags with high concept fractions. This demonstrate the difficulty in identifying concept instances or positive bags, which leads to the low accuracy for this data set.

Table 1 also reports our estimated $\alpha$ for each data set, which was used in our algorithm and led to good classification results. The method SVR-SVM [22] outputs the so-called witness rate, which is the fraction of “true positive” instances in all the positive bags. The estimated witness rates and our estimated $\alpha$ are relatively close to each other (except for Elephant). Besides, their values are quite large, which indicates that there are usually more than one concept instance in a positive bag and thus justifies our assumption to some extent. The witness rates used in [16] is also included in the table, which are also close to our estimated $\alpha$ except for MUSK2.

8. Discussions

In Section 2, we have mentioned that the constraint that a positive bag should have at least one concept instance could be added explicitly to our MIL model. The current model, however, leads to an easy combining rule for bags and the flexibility to use any regular classifier for instances. In the following, we discuss, from three aspects, the influence of the constraint when one would include it in the model. Firstly, this constraint provides additional information about positive bags, which could potentially improve instance classification if the assumption of such constraint is truly valid. The amount of additional information depends on the number of positive bags for which no instances are classified to the concept. Secondly, the derivation of the combining rule for a bag’s label remains unchanged, but the constraint should be considered in addition to the $\gamma$-rule. That is, a bag is labelled positive if it has at least one concept instance and the $\gamma$-rule is satisfied. However, if the threshold in the $\gamma$-rule (10) is larger than zero, the constraint of having at least one concept instance is automatically satisfied. The threshold of the $\gamma$-rule is negative only under extreme situations, specified in Eq. (12) ($\beta \rightarrow 1$, small $\mu_{c}$ and $\alpha < 1$). If $\beta \rightarrow 1$, classifying every bag as positive is understandable. In real-world applications, the extreme condition (12) is rarely satisfied. For example, for the five data sets in Table 1, their thresholds in the $\gamma$-rule are much larger than zero (the minimum is 0.255 = $x$/$\beta$ = 0.51 × 0.5 for Tiger), and thus no bag without any concept instance can be classified as positive. Thirdly, including that constraint can avoid generating a positive bag which does not have any concept instance. For real-world applications, however, we usually do not label a bag based on the setting it is generated, which is unknown. Instead, quite often we are given a data set labelled by an expert. If we need to label additional bags for training, then the $\gamma$-rule will be used and that constraint is satisfied except in extreme situations (12). To summarize, adding that constraint will not affect the derivation of the combining rule and it is automatically satisfied by our $\gamma$-rule except under extreme situations, though it does provide additional information to train an instance classifier.

The $\gamma$-rule is derived based on a simplified assumption, that is, the estimated posterior $P(C_{1}|B)$ equals to one if the instance is classified to the concept and zero otherwise. It is worthwhile to investigate the combining rule when the posterior is approximated by another number in the interval (0, 1]. For example, we may study how does the threshold in (10) change when the estimated posterior varies from 0.5 to 1. Being able to deal with such a more accurate assumption potentially leads to even more powerful combining rules for standard classifiers.

9. Conclusion

We have studied MIL by assuming that positive bags can be modelled as a mixture of concept and non-concept distributions. With this assumption, instances can be classified with any standard supervised classifier, and a bag is labelled by a simple $\gamma$-rule. The $\gamma$-rule classifies a bag as positive if the fraction of its concept instances is larger than a particular threshold, which is a parameter of the problem. We have proposed estimators for parameters used in instance classification and the $\gamma$-rule. The instance and bag classifiers, as well as the parameter estimators, have been tested with artificial and real-world data sets and showed performance which is comparable with state-of-the-art methods.
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