Scale selection for supervised image segmentation
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ABSTRACT

Finding the right scales for feature extraction is crucial for supervised image segmentation based on pixel classification. There are many scale selection methods in the literature; among them the one proposed by Lindeberg is widely used for image structures such as blobs, edges and ridges. Those schemes are usually unsupervised, as they do not take into account the actual segmentation problem at hand. In this paper, we consider the problem of selecting scales, which aims at an optimal discrimination between user-defined classes in the segmentation. We show the deficiency of the classical unsupervised scale selection paradigms and present a supervised alternative. In particular, the so-called max rule is proposed, which selects a scale for each pixel to have the largest confidence in the classification across the scales. In interpreting the classifier as a complex image filter, we can relate our approach back to Lindeberg’s original proposal. In the experiments, the max rule is applied to artificial and real-world image segmentation tasks, which is shown to choose the right scales for different problems and lead to better segmentation results.

© 2012 Elsevier B.V. All rights reserved.

1. Introduction

We consider the problem of scale selection for supervised image segmentation, which not only divides an image into disjoint areas, but also assigns each region or pixel into one of the pre-defined classes [1–7]. Usually the classes are defined by giving a set of labeled images, based on which a classifier is trained to capture the characteristics of pixels in each class. The classifier is then applied to new test images and assigns a class label to each pixel. In contrast, segmenting images without class assignment [8,9] may be referred to as unsupervised segmentation.

To train a classifier for supervised segmentation, one needs to know how to extract features. However, it is usually not known a priori what the right scales are for a problem at hand. This is where scale selection comes in, which typically examines an image by representing it at multiple scales and chooses scales according to a particular criterion.

The most widely-used scale selection scheme is probably Lindeberg’s approach [18,19], which serves as the basis of many of the aforementioned techniques. Its basic idea is to normalize a differential operator for an image structure and apply the operator at all scales. Subsequently, the responses of the normalized operator at all scales are compared and the scale at which the absolute value of the response achieves the maximum is selected as the local scale of the image structure. In a sense, the optimal scale is the one at which the structure is most pronounced, and most discernible from its surroundings.

Other scale selection schemes include [24] which selects a scale with the maximum entropy at each pixel, [25] for anisotropic scale space, [26] which selects the scale having the maximum likelihood of an image model, [27] which assigns a larger scale to a pixel if its intensity changes less when total variation regularization is applied to the image, [28] which finds the so-called most contrasted shape for each pixel and computes a scale from that shape, [29] which selects a global scale for an image by defining generalized entropies in scale spaces, and [30–32] which are specifically designed for textures.

The statistical properties of the same object at different scales are studied in [33]. It is shown that generative models such as wavelet sparse coding are appropriate for images taken at a near distance (objects at small scales), while descriptive models such as Markov random fields are appropriate for images taken at a far distance (objects at large scales). It is thus very important to estimate the right scale (or entropy rates in...
practice) and choose the appropriate model when computing a symbolic representation of an image, such as the primal sketch model in [34].

Lindeberg’s and related schemes deal with unsupervised scale selection in the sense that they propose generally applicable selection mechanisms. A supervised method, on the other hand, takes into account the specific segmentation problem one actually wants to solve and selects scales relevant to this task. For example, for the same image containing a person, small scales are needed if the problem is to segment the eyes, while large scales are needed if the problem is to segment the person.

Another added benefit of supervised methods is that we can construct, or rather, learn relatively complex filters [35,36] for various problems, instead of pre-designed differential operators such as the Laplacian. Scales are then selected based on the complex filters.

The basic idea of our method is to let the classifier itself select appropriate scales for the supervised segmentation problem. Specifically, the classifier outputs a confidence measure about its result, which is used to select final segmentation results and supervised scales. Our experiments show that compared with unsupervised scales, the supervised ones are more suitable for the target segmentation problem and thus lead to much better results.

This paper is a revised and extended version of [37], which studied scale selection from a classifier combining perspective. The current paper takes the perspective of image segmentation. The limitations of unsupervised scale selection schemes and the need for supervised scale selection are discussed, and the segmentation method based on Lindeberg’s scheme is compared in our experiments. The authors’ work in [38] also deals with supervised scales, but is different as it is designed for scale-invariant segmentation. When an image is zoomed in or out, the label image outputted from the classification should be the same, but zoomed in or out accordingly. A single classifier is trained for the segmentation, in comparison with one classifier per scale in the current paper.

The paper is organized as follows. Sections 2 and 3 introduce scale space and selection, and supervised image segmentation by pixel classification, respectively. Section 4 discusses the deficiency of unsupervised scale selection for supervised image segmentation, which motivates our supervised scale selection in Section 5. Our method is tested in Section 6, and its segmentation results are compared with those from unsupervised scale selection and from concatenated multi-scale features. Several related issues are discussed in Section 7 and finally, Section 8 concludes the paper.

2. Scale space, N-jet, and Lindeberg’s scheme

Motivated both by the viewpoint of physical measurements [16] and by the theory of biological visual perception [11,39], scale space theory provides a formal way to approach the problem of multi-scale image analysis. One of the most-used approaches is linear, or Gaussian, scale space, which relies on a physically plausible axiomatization [16]. This scale space is also the one that we consider.

2.1. Linear scale space

Given an image \( \ell : \mathbb{R}^2 \rightarrow \mathbb{R} \), its multi-scale representation is constructed as a one-parameter family of blurred images. The blurring corresponds to a convolution with a Gaussian kernel, whose variance \( \sigma^2 \) is proportional to the scale that the original image is represented. That is, a scale space representation \( L : \mathbb{R}^2 \times \mathbb{R}^+ \rightarrow \mathbb{R} \) of \( \ell \) is given by

\[
L(x,y; \sigma) = (\ell * g_\sigma)(x,y)
\]

(1)

in which the Gaussian kernel \( g_\sigma \) is defined as

\[
g_\sigma(x,y) = \frac{1}{2\pi\sigma^2} e^{-(x^2+y^2)/(2\sigma^2)}.
\]

The scale space framework can be extended to a theory for Gaussian derivative operators in which the general kth order derivatives

\[
L_{\partial^k \ell}(x,y; \sigma) = \frac{\partial^k}{\partial x^k \partial y^k} \ell_{\sigma},
\]

(2)

where \( k_1 + k_2 = k \), are used to convolve the input image \( \ell(x,y) \) [16,40,39]. It was shown in [40] that the set of convolution filters with order \( k \) from 0 to \( k \) constructs a complete, hierarchically ordered family of scale-space kernels.

A basic collection of features is the so-called N-jet, which are all the Gaussian image derivatives up to order \( N \) at a particular scale. For example, the 2-jet of image \( \ell \) at location \((x, y)\) and scale \( \sigma \) is the concatenation of derivatives

\[
[L_{x}, L_{y}, L_{x^2}, L_{xy}, L_{y^2}](x,y; \sigma) \]

(3)

It is these basic features that are often employed in supervised image analysis techniques (e.g., [41–43]). The collection of basic linear filters, in turn, is used as a basis for expressing a large class of more general, potentially nonlinear, image processing operators [40,19,18,13], e.g., differential invariants [44–46].

2.2. Lindeberg’s scale selection scheme

As an image structure typically resides at a particular scale, it is crucial to select locally appropriate scales for a specific structure in an image. Lindeberg [18,19] proposes a general automatic scale selection framework for image structures which can be detected by differential operators. As an example, this framework is described with the Laplacian as the differential operator for blob detection. The Laplacian of an image \( L(x,y; \sigma) \) is

\[
\Delta L = L_{xx} + L_{yy},
\]

(4)

where the variables \((x,y; \sigma)\) are omitted for brevity.

To compensate for the amplitude decrease of spatial derivatives for larger scales, Lindeberg proposes to normalize the derivatives to make them comparable across the scales. The introduced normalization corresponds to multiplying a kth order derivative with \( \sigma^k \) (a more general form used in [18] is \( (\sigma^k)^\gamma \)). Since all the differential entities in the Laplacian are of order 2, its corresponding normalization is to multiply \( \Delta L \) with \( \sigma^2 \):

\[
\Delta L_{norm} = \sigma^2 (L_{xx} + L_{yy}).
\]

(5)

The normalized differential operator is applied to an image at all scales, and the scale at which the operator attains the largest response is selected as the local scale for the corresponding image structure. A simple interpretation of this idea is that the scale is selected at which the structure’s presence is most pronounced or best matches the hypothesis. Consider for example the normalized Laplacian, which is applied to an image at all scales

\[
\Delta L_{norm}(x,y; \sigma), \forall \sigma \in \mathbb{R}^+.
\]

(6)

At each location \((x,y)\), the scale is selected at which the response of the normalized Laplacian attains the maximum across scales

\[
S_{blob}(x,y) = \arg\max_{\sigma \in \mathbb{R}^+} \Delta L_{norm}(x,y; \sigma).
\]

(7)

Lindeberg’s scheme has been widely used in computer vision and image processing. Together with the Laplacian or the determinant-of-Hessian \( L_{xy}^2 - L_{yy}^2 \) as a blob detector, it is employed in image keypoint detection and description such as Harris–Laplace detector.
Each class machines. Other applications of Lindeberg's scheme include [22], which normalizes scale variations of objects for better recognition, [50], which achieves scale invariant detection and recognition, [51], which selects scales of blobs corresponding to words, and [24, 52], which select scales for saliency measures.

3. Supervised image segmentation by pixel classification

Pixel classification is one of the common ways to perform supervised image segmentation. It can adapt well to different segmentation tasks with different training data and is able to provide state-of-the-art performance in various settings [53–55, 42, 41, 43, 5, 5, 5, 3, 5]. Its basic idea is to extract a feature vector \( F(x, y) \) for each pixel, and to train a classifier \( h \) for obtaining labels of pixels.

The term feature vector is used as in pattern recognition and machine learning and refers to the measurements describing a particular object. In our case, this typically means image measurements or descriptors that provide low-level information related to every position in the image. Examples are gradients, N-jets, responses of Gabor filters, and Hessians related to every pixel. In principle, however, higher-level descriptors like locally binary patterns, histograms of gradients, and SIFT would also be possible. The N-jets are used as features in our experiments.

The information about different classes of pixels is contained in the so-called training set, which contains \( n \) images \( i, j = 1, \ldots, n \) and their corresponding outputs \( c_i \) (called the label images). The output \( c_i \) takes values from a set of class labels, e.g. \( \{1, \ldots, K\} \) for a \( K \)-class problem. The label \( c_i(x, y) \) denotes to which class the pixel \( f_i(x, y) \) belongs.

The task of classifier training is to learn the characteristics of pixels of different classes from the training set. The trained classifier is a function \( h : \mathbb{R}^d \to \{1, \ldots, K\} \), which maps feature vectors \( F(x, y) \) of dimensionality \( d \) to their class labels \( c(x, y) \). Numerous classifiers have been proposed in the field of pattern recognition and machine learning [57, 58], such as neural networks, the \( k \)-nearest neighbor method, quadratic discriminant analysis (QDA), and support vector machines.

3.1. Quadratic discriminant analysis (QDA) as the classifier

In our experiments QDA is used, which is a relatively simple classifier. It is based on the assumption that the feature vectors \( F \) from each class \( \omega_k, k = 1, \ldots, K \) follow a Gaussian distribution \( g_k(F; \mu_k, \Sigma_k) \), where \( \mu_k \) is the mean and \( \Sigma_k \) is the covariance matrix of the Gaussian. With \( \pi_k \) as the prior of class \( \omega_k \), the posterior probability of a feature vector \( F \) can be computed as

\[
P(\omega_k|F) = \frac{g_k(F|\omega_k)\pi_k}{P(F)} \propto g_k(F|\omega_k)\pi_k.
\]

According to the Bayes decision theory, a feature vector \( F \) is classified to the class having the largest posterior probability \( P(\omega_k|F) \), or equivalently \( g_k(F|\omega_k)\pi_k \). Substituting the Gaussian distribution \( g_k(F|\omega_k) \), the decision may be based on the so-called quadratic discriminant functions

\[
\hat{\delta}_k(F) = -\frac{1}{2} (F - \mu_k)^T \Sigma_k^{-1} (F - \mu_k) - \frac{1}{2} \log |\Sigma_k| + \log \pi_k.
\]

A feature \( F \) is classified to class \( \omega_k \) if \( \hat{\delta}_k(F) \) is the maximum among all classes. The unknown parameters, \( \mu_k, \Sigma_k \) and \( \pi_k \), are estimated from the training set, and denoted as \( \hat{\mu}_k, \hat{\Sigma}_k \) and \( \hat{\pi}_k \). Substituting the estimated parameters in Eq. (9), we can represent the training classifier as

\[
h(F) = \arg\max_{k=1\cdots K} \hat{\delta}_k(F; \hat{\mu}_k, \hat{\Sigma}_k, \hat{\pi}_k).
\]

In the testing phase of classification, features \( F_t \) are extracted for all the pixels of a new test image \( i_t \) and classified with the trained classifier \( h \). The output \( c_t(x, y) = h(F_t(x, y)) \) from the classifier is the estimated class label for \( i_t(x, y) \) at the location \( (x, y) \).

A pixel is misclassified if its estimated label \( c_t(x, y) \) is different from its true label \( c(x, y) \). The error rate for the test image \( i_t(x, y) \) is the fraction of misclassified pixels with respect to the total number of pixels.

3.2. Classification with Lindeberg's scheme

The feature vector of a pixel is usually extracted from a neighborhood of the pixel, and a crucial parameter is the size, or the scale, of the neighborhood. The widely-used Lindeberg's scheme may also be employed here to select scales. The idea is to select a scale \( S(x, y) \) at each location \( (x, y) \) with a differential operator, and then extract a feature vector at that specific scale

\[
F(x, y; \sigma = S(x, y)).
\]

For example, when 2-jet is used as feature, it is extracted at the selected scale \( S(x, y) \)

\[
[L_x, L_y, L_x^2, L_y^2, L_{xy}] (x, y; S(x, y)).
\]

Compared with the general form Eq. (3), the scale \( \sigma \) to extract features has now been fixed to \( S(x, y) \).

A normalized blob detector is employed as the differential operator in this paper. It is successfully used in keypoint detection and description for general images [20, 21, 47], showing that its selected scales reflect the scale well of the local image structure. It is also used in [22] to select a local scale at each location, with which the receptive field to compute features is normalized. In our experiments, the Laplacian is used as the blob detector.

4. The need for supervised scale selection

The unsupervised scales selected with Lindeberg’s scheme are the characteristic sizes for the image structures, but they are not necessarily the best scales to be employed in a specific classification problem. In the following, we describe this difference in detail and provide two illustrations.

4.1. The problem with unsupervised scales

Lindeberg’s scheme concerns the right scale to extract a specific image structure, such as a blob, a corner, an edge, or a ridge. Intuitively, the structure is most prominent at the selected scale and becomes less significant at other scales. Thus, the scale is the characteristic length of an image structure [18, 21] and depends only on the size of the structure.

Different tasks, however, may call for different scales to be used. In the particular setting of supervised segmentation, one would like to select the scale at which classification can be done most reliably. Therefore, a natural definition of scale would be the one at which the discrimination between classes is maximized, potentially resulting in a lower segmentation error than when an unsupervised scheme is employed.

4.2. Illustrative examples

The following two brief experiments demonstrate that unsupervised scales cannot be optimal for supervised segmentation problems in
general. Unsupervised scales were selected with a normalized Laplacian. For these experiments, images were of size 256 × 256 and a total of 20 scales were sampled exponentially from [0.5,200]. The QDA was used as the classifier and 2-jet and 4-jet as features for the two problems, respectively. The training set consisted of 5 images.

For comparison, the results of our supervised approach are also provided. It trains a classifier at each scale and selects the scale having the maximum posterior across the scale. It will be explained in full detail in the next section. The scale range was [0.5,32] since the classifiers trained at scales larger than 32 did not add much information. The other experimental setting was the same as those for the unsupervised scale selection described in previous paragraph.

4.2.1. Disk segmentation

The first example that we consider is segmenting a bright disk in the center from a dark background. Though the Laplacian is an appropriate differential operator for blob detection, classification with the unsupervised scales still does not work well in some situations.

The first row of Fig. 1 shows the results on a test image without adding any noise. This is a very simple problem since the disk can easily be segmented at many scales, though too much blurring at a large scale would make the boundary locations less accurate. The classification with Lindeberg’s scheme achieves a good result, and the unsupervised scales indicate the sizes of the blobs detected by the Laplacian. Note that the four corners of the image have large scales,

Fig. 1. Segmentation of a disk from its background. (a) The test images, contaminated with different amount of noise. They have identical label images (not shown here), which contain the disk in the center as one class and the background as the other class. (b) Results of classification with Lindeberg’s scheme. (c) Results with our method, which is detailed in Section 5.1. In b and c, the left images are the segmentation results by pixel classification, and the right images show the log of the selected scales for better visuality (dark denotes small scales).
since they are in a large homogeneous area, which is treated as a large blob by the Laplacian.

The second to the fourth rows of Fig. 1 show the result on the test image with different amount of Gaussian noise. The means of the noise are all zero and the standard deviations are indicated at the top of each subimage in Fig. 1(a). For noisy images, the classification with Lindeberg’s scheme becomes less satisfactory: the disk in the center is not segmented well from the background and the results are quite noisy. As a certain amount of blurring is needed to segment the disk accurately in a noisy image, scale selection has a bigger influence on the classification than the previous problem dealing with noiseless images. The degraded results show that the unsupervised scales do not reflect well the scales needed for classification.

Fig. 1(c) shows the classification results with the supervised scales by our proposed method. For the disk in the center, the supervised scales are much smaller than the unsupervised scales, which means that the disk is best segmented at small scales. For the background, increasing the noise level leads to larger supervised scales, since more blurring is needed to discriminate the background pixels correctly. In the first row of Fig. 1(c), the image of supervised scales is black, since no blurring is needed for this noiseless image and thus small scales are selected for all pixels. With the supervised scales, good classifications are obtained for images with all levels of noise.

4.2.2. Two textures

Our second example illustrates the necessity of taking into account the classification problem when selecting scales, which cannot be achieved with unsupervised scale selection methods. Each image in this dataset is a collection of bright disks against a dark background, and the disks are arranged in two different lattices. Gaussian noise is added to each image separately. An example image is shown in Fig. 2.

We consider two different problems, which have the same input image, Fig. 2, but different label images, shown in Fig. 3(a). The first problem concerns segmentation between the disks and the background, and the second one is between the two lattices of disk locations. Fig. 3(b) shows the classification results with Lindeberg’s scheme. Identical unsupervised scales are selected for both problems, since the segmentation problems are not taken into consideration for scale selection. For the first problem of segmenting the disks from the background, the selected scales reflect the sizes of the disks and reasonable results are obtained. For the second problem of discriminating the two lattices, the classifier cannot capture the problem well with the unsupervised scales.

Fig. 3(c) shows the results with our method. Quite different scales are selected for the two problems. For the first problem, small scales are selected for disks and large ones for background, as more blurring is needed to segment the background reliably. For the second problem, the supervised scales are block-wise, showing that the scales required for pixels in between two rows of disks need to be smaller than those for pixels close to the disks.

The examples above are shown with Lindeberg’s scheme. It should be mentioned that similar arguments hold for other unsupervised scale selection techniques [24,25,27–29,26,30–32], which select scales only from pre-specified image structures and do not take the underlying classification problems into account.

![Fig. 2](image1.png)

Fig. 2. An example image of the data set, which is a set of bright disks in the dark background. The disks are arranged in two lattices, rectangular and triangular. Gaussian noise with zero mean and standard deviation 0.1 is added.

![Fig. 3](image2.png)

Fig. 3. Scale selection for two segmentation problems which have the same input image as in Fig. 2 but different labels. (a) Label images, which are the desired outputs defining two different segmentation tasks. (b) Classification results with Lindeberg’s scale selection scheme. (c) Results with our method.
5. Max rule scale selection

We propose a procedure which incorporates scale selection into the classification problem itself. A parallel can still be drawn with Lindeberg’s scheme, if we treat classifiers as a special type of image structure detectors.

5.1. Method

Since the right scales for a segmentation problem are not known a priori, we consider to conduct classification at all possible scales. Scales and the results accordingly at those scales are selected only after we have the classification at all scales. With this we aim to select supervised scales that are suitable for the segmentation problem.

The method of considering all scales follows a rationale in scale space, that is, if one cannot decide what scale should be included, then all the scales should be taken into consideration. Suppose we have \( n \) training images \( \ell_j, j = 1, \ldots, n \) and \( n \) label images \( c_j, j = 1, \ldots, n \), where \( c_j(x,y) \in \{1, 2, \ldots, K\} \) denotes the label at location \( (x,y) \). At each scale \( \sigma \), a classifier \( h_\sigma \) is trained with features extracted from the same scale. Specifically, features \( F_j(x,y; \sigma) \) are extracted from training images \( \ell_j \) represented at scale \( \sigma \), and assigned the class label \( c_j(x,y) \) at that pixel \( (x,y) \). Note that at each pixel, the same label is assigned to features from all scales, \( F_j(x,y;\sigma) = c_j(x,y), \forall \sigma \). The classifier, denoted as \( h_\sigma \) since it is dependent on scale \( \sigma \), is trained as a mapping from the feature vectors \( F_j(x,y;\sigma) \) to labels \( c_j(x,y) \), making up a pair

\[
( F_j(x,y;\sigma), c_j(x,y) ),
\]

for all \( x,y \), and \( j \). Methods of classifier training can be found in any standard pattern recognition textbook, for example, \([58, 57]\). If QDA is used, then \( h_\sigma \) returns the class label of feature \( F \) as

\[
h_\sigma(F) = \arg\max_{k \in \{1, \ldots, K\}} \delta_k(F),
\]

where \( \delta_k(F) \) is the discriminant function of class \( \omega_k \) at scale \( \sigma \). As one classifier is obtained for each scale, in the end we obtain as many classifiers as the number of scales used.

Given an unseen image \( \ell_t \) for testing, its labels at all locations need to be predicted. Since we do not know the appropriate scale for each pixel, we apply the trained classifiers to the test image at all scales and then select a scale for each pixel according to the so-called max rule. The max rule selects the scale at which the posterior probability attains the maximum across scale.

Specifically, at each scale \( \sigma \), feature vectors \( F_j(x,y;\sigma) \) are extracted for the test image \( \ell_t \). The trained classifier \( h_\sigma \) is then applied to the features and class labels are estimated as the outputs of the classifier \( c_t(x,y;\sigma) = h_\sigma(F_t(x,y;\sigma)) \).

A posterior probability \( P(c_t(x,y;\sigma)|F_t(x,y;\sigma)) \) may be computed from the classification, either directly from the prior and class probability distributions as \( P(\omega_k|F) \) in Eq. (8) for QDA, or more generally from other entities used in classification, such as discriminant functions or distances from the decision boundary \([59]\). The posterior can also be seen as a confidence measure of the classification result, and the larger it is, the more confident the classifier is.

Typically, different estimates \( c_t(x,y;\sigma) \) are obtained for different scales, since image structures change across scales. Ultimately, however, we are interested in one single overall classification, for which scale selection is necessary. We adopt the max rule for scale selection, which chooses the scale \( S_t(x,y) \) at which the posterior achieves the maximum

\[
S_t(x,y) = \arg\max_{\sigma \in \mathbb{R}^+} P(c_t(x,y;\sigma)|F_t(x,y;\sigma)).
\]

Accordingly, the class label at the selected scale is assigned to the location \( (x,y) \) in the end

\[
\hat{c}_t(x,y) = \hat{c}_t(x,y;\sigma = S_t(x,y)).
\]

Our approach is schematically summarized in Algorithm 1.

5.2. Reasons of using the max rule

The max rule is used since it fits well with the purpose of finding the scale with the maximum discrimination between the classes. Larger posteriors indicate clearer discrimination between classes and with the max rule (Eq. (16)), appropriate supervised scales can be selected. Moreover, the max rule is invariant to the parameterization of scale.

Furthermore, with the max rule, a parallel with Lindeberg’s scheme can still be drawn. This can be done if we view classifiers as a special type of (nonlinear) filters, and posterior probabilities as filter responses at different scales (cf. Eqs. (7) and (16)).

6. Experimental investigations

The following methods are compared in the experiments: classification with unsupervised scales from Lindeberg’s scheme, our method with the max rule scale selection, the best result from a single scale (best scale), and classification with concatenated features from all scales. The best scale is an optimistic estimate of the classification with features from a single scale. A classifier is trained for each scale and applied to a test image, and the result with the lowest error across scale is chosen. Since ground truth labels are not available for a test image and the best scales for different images can be different, it is not easy to identify the best scale in practice. Classification with concatenated features is commonly used to combine multi-scale information \([60, 61]\), which concatenates features extracted from various scales into a single feature vector and trains a classifier afterwards.

Algorithm 1. Supervised multi-scale image segmentation with the max rule scale selection.

```
Input: Training images \( \ell_j(x,y) \) and labels \( c_j(x,y) \), \( j = 1, \ldots, n \),
\( c_j(x,y) \in \{1, \ldots, K\} \); a sampling of the scales \( \sigma_i \in \mathbb{R}^+ \), \( i = 1, \ldots, s \);
type of classifier (e.g., QDA or neural networks); a test image \( \ell_t(x,y) \).

Output: Estimated labels \( \hat{c}_t(x,y) \) and selected scales \( S_t(x,y) \) for the test image \( \ell_t(x,y) \).

Preprocessing: Compute the scale space representations of all images, i.e.,
\( L_j(x,y;\sigma_i) \) and \( L_t(x,y;\sigma_i) \), \forall i, j;

Training: Train a classifier \( h_\sigma \) at each scale;
for each \( \sigma_i, i = 1, \ldots, s \), do

Extract features \( F_j(x,y;\sigma_i) \), from all training images \( L_j(x,y;\sigma_i) \); 
Train a classifier \( h_\sigma \) of the specified type from the pairs as in (13), the
extracted features and the given labels.

Testing: Estimate labels \( \hat{c}_t(x,y) \) and select scales \( S_t(x,y) \);
for each \( \sigma_i, i = 1, \ldots, s \), do

Extract features \( F_t(x,y;\sigma_i) \) from the test image \( L_t(x,y;\sigma_i) \);
Apply the trained classifier \( h_\sigma \) to the extracted features \( F_t(x,y;\sigma_i) \), and compute the class labels \( \hat{c}_t(x,y;\sigma_i) \) with (15) and the associated
posterior probabilities \( P(\hat{c}_t(x,y;\sigma_i)|F_t(x,y;\sigma_i)) \).
From the classification at all scales, select the scales \( S_t(x,y) \) with the max
rule (16), at which the labels \( \hat{c}_t(x,y) \) in (17) are used as the final class labels.
```
Fig. 4. Base textures and a test image. (a–c) Three base textures used to construct images. Texture a belongs to one class, and textures b and c to the other class. (d) An example image for testing and its ground truth label, where the two classes are represented by different colors.

Five data sets are used for evaluation in this section. The first is artificially constructed to illustrate the mechanism of our method, the second is to segment between four selected Brodatz textures [62], and the last three are real-world applications to segment rib and lungs in chest radiographs [43], or objects appearing as spots in live-cell fluorescence microscopy imaging [63,64], or vessels in retinal images [65,66].

For the first four data sets, QDA was used as the classifier and N-jet as features. We used standard QDA and N-jets in our experiment, but obviously our method is not limited to these choices. Twenty scales were sampled exponentially from the given scale range. Unsupervised scales were selected with the normalized Laplacian. For the data set of retinal vessel segmentation, the experimental setting in [66] was used, which will be explained in Subsection 6.5.

6.1. Multi-scale texture data

Using this artificial data, we intend to show the basic characteristics of the max rule scale selection for supervised segmentation. There are essentially two major scales in the data; at small or large scales, some structures can easily be segmented while others are difficult.

The data set consists of three different types of textures, shown in Fig. 4(a)–(c). The base textures in (a) and (b) are the same, but different from those in (c). The layout of the base textures are the same in (a) and (c), but different from those in (b). Thus it is difficult to discriminate (a) and (b) at small scales, and (a) and (c) at large scales. As a result, information from multiple scales is needed to segment all three textures.

Training and testing images were generated by putting square blocks of textures (a)–(c) together in a random way. Locations with texture (a) were assigned to one class, and the locations with texture (b) or (c) were assigned to the other class. An example image, which was from a test set, is shown in Fig. 4(d). Five images were used for training and the features were 6-jet. The scale range was [0.5,50] for unsupervised scales and [0.5,24] for both our method and the classification with concatenated features.

The classification results at individual scales are shown in Fig. 5. To save space, only 5 from 20 scales are displayed here. If we compare the results at scale 0.5 and scale 5.8, it can be observed that quite different classification results are obtained. That is because textures are discriminable at different scales, as analyzed before.

Fig. 6(a) gives the outcome of our method with the max rule scale selection. Compared with the results from individual scales, great improvement has been achieved. The selected supervised scales reflect the appropriate scales well to separate the textures. In comparison, the result with Lindeberg’s scheme, shown in Fig. 6(b), is not very good. The unsupervised scales capture mainly the sizes of the base textures, which are not sufficient for this problem and thus lead to high error rate. Fig. 6(c) shows the classification with concatenated results, which fails to classify the textures corresponding to Fig. 4(b) correctly.

The first row of Table 1 shows the averaged error rates over 50 runs of experiments. The classification error on average can be reduced from 16.5% of the combined result with our max rule, while the error is 28.7% for unsupervised scales and 28.2% for concatenated features.

6.2. Brodatz texture segmentation

Multi-scale information is usually included to increase the discrimination ability of texture features [67,60]. In this experiment we show the segmentation of textures at various scales and the improved overall results by our scale selection approach.

We applied our method to images consisting of four types of Brodatz textures [62], namely D16, D20, D21, and D22, shown in Fig. 7(a). Every image was constructed as follows. First, generate a 2 × 2 matrix with elements randomly chosen from the set {1,2,3,4} and interpolate it to be of size 256 × 256. Then at each pixel, sample from one of the four textures according to the pixel’s gray-value. An example image with its ground truth is shown in Fig. 7(b). The features were 4-jet and ten images were used for training. The scale range was [0.5,32] for our method.

Fig. 5. Segmentation results by pixel classification at 5 different scales for the image in Fig. 4(d) from a test data set. The left number in the title of an image gives the feature scale σi, and the right one gives the error rate for that image.
and the classification with concatenated features, and [0.5, 50] for the method with Lindeberg’s scheme.

Fig. 8 shows the classification results of the image in Fig. 7(b) at various scales. It can be observed that every texture is usually best discriminated from others in a certain scale range. For example, the texture at the upper-left corner (in yellow) is classified properly at medium scales (e.g., scale 2.9), while the texture at the bottom-left corner (in blue) is classified properly at larger scales (e.g., scale 6.9), and the texture at the bottom-right corner (in red) at small scales (e.g., scale 1.2). Therefore, different scales are needed to separate these textures. This fact is clearly demonstrated by the scales selected by our max rule, shown in Fig. 9(a) on the right. The segmentation result with our method is displayed in Fig. 9(a) on the left, which considerably improves over the results of individual scales.

Fig. 9(b) shows the results with Lindeberg’s scheme, whose selected scales reflect the blob sizes inside the textures. These scales, however, do not work well for texture segmentation. Fig. 9(c) shows the result of concatenating features from various scales. Its performance is quite comparable with our method, though it seems to segment the boundary pixels between different textures than our method less accurately.

Table 1 shows the error rates of different methods on four data sets, which are averaged over 50 trials for the first 3 data sets and 9 trials for the last one. “Unsupervised scale” denotes the classification with Lindeberg’s scheme. “Scale concatenation” is the method which concatenates features from various scales. “Best scale” means that for each experiment, the result at the scale with the lowest error is selected. “Supervised scale” denotes our method, which selects scales with the max rule.

<table>
<thead>
<tr>
<th></th>
<th>Unsupervised scale</th>
<th>Scale concatenation</th>
<th>Best scale</th>
<th>Supervised scale</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multiscale-texture</td>
<td>28.7</td>
<td>28.2</td>
<td>16.5</td>
<td>10.3</td>
</tr>
<tr>
<td>Brodatz-texture</td>
<td>41.1</td>
<td>5.7</td>
<td>12.8</td>
<td>4.9</td>
</tr>
<tr>
<td>Ribklung-seg</td>
<td>26.2</td>
<td>43.7</td>
<td>21.8</td>
<td>17.0</td>
</tr>
<tr>
<td>Spot-seg</td>
<td>11.1</td>
<td>11.9</td>
<td>5.8</td>
<td>7.7</td>
</tr>
</tbody>
</table>

The error rate comparison is shown in the second row of Table 1. The segmentation error on average can be reduced from 12.8% of the best individual scale to 4.9% of the combined result with the max rule, while the error with Lindeberg’s scheme is 41.1%. The error for the classification with concatenated features is 5.7%, which is slightly larger than our method.
In the following, we compare the results under different experiment settings: scale range and sampling, \( N \)-jets, and the number of training images.

Both the method with Lindeberg’s scheme and our method were insensitive to scale ranges and sampling. Similar classification results were obtained when the scale range was changed to \([0.5,200]\). The same conclusion held when 20 scales were sampled linearly, instead of exponentially. In comparison, the method with concatenated features was heavily influenced by the scale parameterization. When the scale range was changed to \([0.5,200]\), the segmentation results became worse (Fig. 10(a)). When scales were sampled linearly, instead of exponentially, within the same range \([0.5,32]\), the segmentation results deteriorated dramatically (Fig. 10(b)).

When lower-order jets (e.g., 2-jet) were used as features instead of 4-jet, the classification results became more noisy and less accurate for all the classification methods. As an example, the result of our method is shown in Fig. 10(c). When higher-order jets such as 6-jet or 8-jet were used, our method improved slightly upon Fig. 9(a); the segmentation became less noisy inside the region of the same texture. When 6-jet was used, the method with concatenated features classified all pixels into one class, possibly due to the high-dimensionality of the features. When higher-order jets were used, the method with Lindeberg’s scheme improved its performance considerably. The result with 8-jet is shown in Fig. 10(d), which reduces the error rate by a half compared to Fig. 9(b), but is still inferior than the method with concatenated features and our method. Using 10-jet or 14-jet did not improve further upon 8-jet.

For all three methods, increasing the training images from 10 to 20 or 50 did not lead to significant improvements. When 5 images were used, the method with concatenated features and our method deteriorated about two percent in error rate.

### 6.3. Rib and lung segmentation

We use the data set from [43], and the task is to segment ribs and lungs from the background. See Fig. 11 for an example. In total there were 30 images, and in our experiment 25 randomly chosen ones were used in training and the rest 5 in testing. The features were 6-jet, and the scale range was \([0.5,32]\) for our method and the method with concatenated features, and \([0.5,200]\) for the method with Lindeberg’s scheme.

Fig. 12 shows the segmentation at individual scales of the image in Fig. 11, which was from a test set. Ribs and lungs are best discriminated at medium scales (e.g., scales 2.9 and 6.9), and the background is best segmented at large scales (e.g., 32). This is also reflected in the supervised scales selected by our max rule, see Fig. 13(a) on the right. Improved classification is obtained with the supervised scales, as shown in Fig. 13(a) on the left. Fig. 13(b) shows the result with Lindeberg’s scheme. It seems that the scale selector based on the Laplacian cannot capture the structures inside the lung areas, which are instead treated as two large blobs. As a result, the discrimination between the ribs and lungs is lost and the results are not satisfactory.

Concatenating features segments relatively well between the ribs and lungs, but not very well for the boundary areas between the lung areas and the background, as shown in Fig. 13(c). Thus it returns a high overall error rate.

On average, the error rate with the max rule scale selection is 17.0%, which improves from 21.8% of the best individual and 26.2%...
of the method with Lindeberg’s scheme, as shown in the third row of Table 1. The error rate for the concatenated features is 43.7%.

By changing the scale range from [0.5,200] to [0.5,50], the method with Lindeberg’s scheme became slightly worse, as large structures such as the lung areas may need scales larger than 50. Our method did not change much after changing its scale range to [0.5,200]. In comparison, the method with concatenated features was heavily influenced by the scale parameterization, as shown in Fig. 14. By changing the scale range from [0.5,32] to [0.5,200], it segmented the lung areas better from the background, but less accurately between the ribs and lungs (Fig. 14(a)). Sampling scales linearly (instead of exponentially) from the original range [0.5,32], which implicitly increased the influence of large scales, led to even better segmentation between the lung areas and the background (Fig. 14(b)). We also considered changing both scale range and sampling, that is, sampling scales linearly from the range [0.5,200]. In this new setting the ribs and lungs could no longer be discriminated, as features at very large scales (e.g., close to 200) were not very informative about the small structures (Fig. 14(c)).

For both the method with Lindeberg’s scheme and our methods, increasing the order of $N$-jet to 8 or 10 improved the results slightly, but not significantly. Our method had comparable results when the order was 2 or 4, but deteriorated heavily when 1-jet was used. The method with unsupervised scales became much worse when 2-jet was used, where the whole image was classified into background. The results with concatenated features did not change much when 2-jet or 4-jet was used, but became bad for 1-jet. When 8-jet was used, the results also became much worse, possible due to the high dimensionality of the features and the limited training samples.

When the number of training images decreased from 25 to 5, the classification deteriorated only a little for all three methods, a few percentage in error rates. However, when the number decreased to 1 or 2, the segmentation results became much worse and typically most of the rib and lung areas were classified into the background.

6.4. Spot segmentation

Spot detection is an important problem in live-cell fluorescence microscopy imaging, where many subresolution objects appears as diffraction-limited spots [63,64]. It is a challenging problem because images have low signal-to-ratio and low resolution. In the experiments
nine images were used, labeled by experts with a dot representing each
spot. We approximated the spot with a blob centered in the annotated
dot, and the task was to segment the spots from the background. One
example image is shown in Fig. 15. Each experiment used 1 image for
training and the rest 8 images for testing. The features were 2-jet and
scale range was [0.5, 32] for all different approaches.

Fig. 16 shows the segmentation at individual scales of the image in
Fig. 15 from a test set. We can see that the results vary a lot across the
scales. The combined result with our max rule scale selection is
shown in Fig. 17(a), whose error rate is comparable with the best
segmentation from individual scales. Small scales are selected for
the pixels in the center of the spots, while relatively large scales for
the surrounding pixels. This is because of the high noise level in the
image: the center of spots are quite bright and thus segmented accu-
rately at small scales, while the surrounding areas need more blurring
to identify the class labels. Similar supervised scales have been select-
ed in Fig. 1(c), the last row with highest noise level.

Fig. 17(b) shows the results with unsupervised scales. It selects quite
different scales than those in Fig. 17(a) and its error rate is signifi-
cantly higher. Feature concatenation leads to reasonably good results as

![Fig. 16. Segmentation results by pixel classification at 5 different scales for the example image in Fig. 15 from a test data set. The left number in the title of an image gives the feature scale \( \sigma_i \) and the right one gives the error rate for that image.](image)

![Fig. 17. Segmentation results and selected scales of (a) our method with the max rule, (b) the classification with Lindeberg’s scale selection scheme. (c) Results with concatenated features from various scales.](image)

![Fig. 18. Retinal vessel segmentation data set. (a) A whole image and its ground truth labels. (b) An enlarged part of a.](image)

![Fig. 19. Segmentation results by pixel classification at 6 different scales for the example image in Fig. 18(b) from a test data set. The left number in the title of an image gives the feature scale \( \sigma_i \) and the right one gives the error rate for that image.](image)
shown in Fig. 17(c), with slightly higher error rates. Repeating the experiments by using each of the 9 images for training and the rest 8 for testing, the average error rates are 5.8% for the best results from individual scales, 7.7% for our method, 11.1% for the method with unsupervised scales, and 11.9% for the scale concatenation, as shown in Table 1.

6.5. Retinal vessel segmentation

Segmenting retinal vessels from the background is important for eye disease detection and diagnosis. We used the DRIVE (Digital Retinal Images for Vessel Extraction) data set from the Image Sciences Institute, Utrecht University, The Netherlands [65,66]. There are 40 images in total with manual annotation, and in each experiments, we randomly choose 5 images for training and another 20 for testing. One example image is shown in Fig. 18(a).

The same classification setting as in [66] was used. Compared to experiments in previous subsections, three things are different here. First, the classifier is the 30-nearest neighbor method. Second, unsupervised scales for the retinal vessels are selected with a ridge detector [19], whose scale-normalized form (cf. Eq. (5)) is $\sigma^2 \frac{1}{3} (L_{xx} + L_{yy})^2 \left( (L_{xx} - L_{yy})^2 + L_{xy}^2 \right)$ with $\gamma = \frac{1}{3}$. Third, the basic features are already the concatenation of 2-jet from five scales $\{1, \frac{1}{2}, 1, 2, 4\}$ and the pixel gray value. If a scale $s$ is selected for a pixel, then the concatenation of 2-jet from scales $\{\frac{1}{2}, s, 2s, 4s\}$ is used as features. The scale range for our method was $[0.2, 12]$, while that for unsupervised scales was $[0.5, 50]$.

Fig. 19 shows the segmentation results of the image in Fig. 18(b) at different scales. The results differ a lot across the scales; at small scales, the segmented vessels are a little noisy and not connected well, while at large scales, many background pixels are misclassified as vessels. Combining the results with the max rule leads to good segmentation of the vessels, as shown in Fig. 20(a). Small scales are selected for the center pixels of the vessels as they can be separated from the background most accurately without much blurring, while relatively large scales are needed for the surrounding pixels. The method with unsupervised scale selection leads to reasonably good results, though quite some background pixels are misclassified as vessels. Its selected scales reflect the characteristic sizes of the ridges. Repeating the experiments for 50 times, the average error rates are 10.8% for the best results from individual scales, 10.6% for our method with the max rule, and 17.1% for the method with unsupervised scales.

7. Discussions

The spatial information in our segmentation model is implicitly incorporated in the feature $N$-jet, which effectively smoothes the image before computing the derivatives. As a result, spatially close locations tend to return similar features and thus similar classification results. See for example the classification results at individual scales in Figs. 5, 8, and 12. At scale 0.5, images are blurred only a little bit and thus the segmentations look quite spiky. At increasing scales, segmentation results become more smoothed as images are blurred more heavily.

The segmentation of our results is still a little noisy as the max rule, based on the classification from different scales, selects a scale for each pixel independently. See Figs. 9(a) and 13(a) as examples. A smoothing constraint may be explicitly applied to the segmentation to improve the results. One possibility is to embed our method into a conditional random field framework [68,1–3], which models the spatial constraints of pixels in an image. From the results, see for example Figs. 9(a) and 13(a), it seems that the edges are quite sharp and preserved very well. The reason may lie in the fact that small scales are usually selected for the boundary pixels and thus their segmentation results are based only on a little blurring. Take the supervised scales for the rib and lung segmentation as an example (Fig. 13(a) on the right). Though medium scales are selected for the rib and lung areas, smaller scales are selected for their boundary pixels. This property may be connected to feature localization with automatic scale selection [18], which selects a scale to localize an image structure which is previously detected at another (especially coarse) scale. Typically a smaller scale is selected for localization.

The max rule relates our supervised approach in a nice way to Lindeberg’s classical scheme, but other so-called classifier combining rules may certainly be considered as well [69,70]. Some care should be taken, however. The max rule has the invariant property of scale parameterization. Rules that do not have this invariant property may display large variations in performance depending on the particular scale parameterization and scale range. How to make appropriate choices for these or how to adapt known combining schemes properly to the situation considered in this work remain for further study.

It should be mentioned that although the max rule is used to select scales for supervised image segmentation in this paper, it may be applied to other applications as well. For example, in image classification, we may extract features from various scales and train a classifier for each scale. In the test phase, an image is classified at all scales and the result at the scale with the maximum posterior is chosen as the final classification.

8. Conclusion

This paper deals with the problem of selecting proper scales for supervised image segmentation problems. We propose to adapt the selected scales to the problem under consideration in a supervised way and to use the outputs from the classifier to select the right scales for the classification problem. The experiments show that our method can indeed select appropriate scales for supervised segmentation, and improve upon the results employing individual scales, unsupervised scales from Lindeberg’s scale selection scheme, and concatenated features from all scales.
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